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Abstract

Large language models (LLMs) have shown im-
pressive performance on complex reasoning by
leveraging chain-of-thought (CoT) prompting to
generate intermediate reasoning chains as the ra-
tionale to infer the answer. However, existing
CoT studies have focused on the language modal-
ity. We propose Multimodal-CoT that incorpo-
rates language (text) and vision (images) modal-
ities into a two-stage framework that separates
rationale generation and answer inference. In this
way, answer inference can leverage better gen-
erated rationales that are based on multimodal
information. With Multimodal-CoT, our model
under 1 billion parameters outperforms the previ-
ous state-of-the-art LLM (GPT-3.5) by 16 percent-
age points (75.17%—91.68% accuracy) and even
surpasses human performance on the ScienceQA
benchmark. Code is publicly available.!

1. Introduction

Imagine reading a textbook with no figures or tables. Our
ability to knowledge acquisition is greatly strengthened by
jointly modeling diverse data modalities, such as vision, lan-
guage, and audio. Recently, large language models (LLMs)
(Brown et al., 2020; Thoppilan et al., 2022; Rae et al., 2021;
Chowdhery et al., 2022) have shown impressive perfor-
mance in complex reasoning by generating intermediate
reasoning steps before inferring the answer. The intriguing
technique is called chain-of-thought (CoT) reasoning (Wei
et al., 2022b; Kojima et al., 2022; Zhang et al., 2022).

However, existing studies related to CoT reasoning are
largely isolated in the language modality (Wang et al.,
2022b; Zhou et al., 2022; Lu et al., 2022b; Fu et al., 2022),
with little consideration of multimodal scenarios. To elicit
CoT reasoning in multimodality, we advocate a Multimodal-
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are soft, but the cracker is not. The property that both objects have
in common is salty.

Answer: The answer is (B).
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Figure 1. Example of the multimodal CoT task.

CoT paradigm. Given the inputs in different modalities,
Multimodal-CoT decomposes multi-step problems into in-
termediate reasoning steps (rationale) and then infers the
answer. Since vision and language are the most popular
modalities, we focus on those two modalities in this work.
An example is shown in Figure 1. In general, there are two
ways to elicit Multimodal-CoT reasoning as follows: (i)
prompting LLMs and (ii) fine-tuning small models.”

The most immediate way to perform Multimodal-CoT is to
transform the input of different modalities into one modality
and prompt LLMs to perform CoT. For example, it is possi-
ble to extract the caption of an image by a captioning model
and then concatenate the caption with the original language
input to be fed into LLMs (Lu et al., 2022a). However, there
is severe information loss in the captioning process; thus,
using the captions (as opposed to vision features) may suffer
from a lack of mutual synergy in the representation space
of different modalities.

To facilitate the interaction between modalities, another
potential solution is to fine-tune smaller language models
(LMs) by fusing multimodal features (Zhang et al., 2023).
As this approach allows the flexibility of adjusting model
architectures to incorporate multimodal features, we study
fine-tuning models in this work instead of prompting LLMs.
The key challenge is that language models under 100 billion
parameters tend to generate hallucinated rationales that mis-
lead the answer inference (Ho et al., 2022; Magister et al.,

’In this work, we refer to small models as models with less
than 1 billion parameters (hereinafter dubbed as 1B-models).
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Table 1. Typical CoT techniques (FT: fine-tuning; KD: knowledge distillation). Segment 1: in-context learning techniques; Segment 2:
fine-tuning techniques. To the best of our knowledge, our work is the first to study CoT reasoning in different modalities. Besides, we

focus on 1B-models, without relying on the outputs of LLMs.

Models Mutimodal w/o LLM Model / Engine Training CoT Role CoT Source
Zero-Shot-CoT (Kojima et al., 2022) X X GPT-3.5 (175B) ICL Reasoning Template
Few-Shot-CoT (Wei et al., 2022b) X X PalLM (540B) ICL Reasoning Hand-crafted
Self-Consistency-CoT (Wang et al., 2022a) X X Codex (175B) ICL Reasoning Hand-crafted
Least-to-Most Prompting (Zhou et al., 2022) X X Codex (175B) ICL Reasoning ~ Hand-crafted
Retrieval-CoT (Zhang et al., 2022) X X GPT-3.5 (175B) ICL Reasoning  Auto-generated
PromptPG-CoT (Lu et al., 2022b) X X GPT-3.5 (175B) ICL Reasoning Hand-crafted
Auto-CoT (Zhang et al., 2022) X X Codex (175B) ICL Reasoning  Auto-generated
Complexity-CoT (Fu et al., 2022) X X GPT-3.5 (175B) ICL Reasoning Hand-crafted
Few-Shot-PoT (Chen et al., 2022) X X GPT-3.5 (175B) ICL Reasoning Hand-crafted
UnifiedQA (Lu et al., 2022a) X v TS (770M) FT Explanation Crawled
Fine-Tuned TS5 XXL (Magister et al., 2022) X X T5 (11B) KD Reasoning LLM-generated
Fine-Tune-CoT (Ho et al., 2022) X X GPT-3 (6.7B) KD Reasoning LLM-generated
Multimodal-CoT (our work) v v TS (770M) FT Reasoning Crawled

2022; Ji et al., 2022).

To mitigate the challenge of hallucination, we propose
Multimodal-CoT that incorporates language (text) and vi-
sion (images) modalities into a two-stage framework that
separates rationale generation and answer inference. In
this way, answer inference can leverage better generated
rationales that are based on multimodal information. Our
experiments are conducted on the ScienceQA benchmark
(Lu et al., 2022a), which is the latest multimodal reasoning
benchmark with annotated reasoning chains. Experimental
results show that our method surpasses the previous state-of-
the-art GPT-3.5 model by +16% (75.17%—91.68%) on the
benchmark. Our contributions are summarized as follows:

(1) To the best of our knowledge, this work is the first to
study CoT reasoning in different modalities.

(i) We propose a two-stage framework by fine-tuning lan-
guage models to fuse vision and language representations
to perform Multimodal-CoT. The model is able to generate
informative rationales to facilitate inferring final answers.

(iii) Our method achieves new state-of-the-art performance
on the ScienceQA benchmark, outperforming accuracy of
GPT-3.5 by 16% and even surpassing human performance.

2. Background

This section reviews recent progress of eliciting CoT rea-
soning by prompting and fine-tuning language models.

2.1. CoT Reasoning with LLMs

Recently, CoT has been widely used to elicit the multi-step
reasoning abilities of LLMs (Wei et al., 2022b). Concretely,
CoT techniques encourage the LLM to generate intermedi-
ate reasoning chains for solving a problem. Studies have
shown that LLMs can perform CoT reasoning with two ma-
jor paradigms of techniques: Zero-Shot-CoT (Kojima et al.,

2022) and Few-Shot-CoT (Wei et al., 2022b; Zhang et al.,
2022). For Zero-Shot-CoT, Kojima et al. (2022) showed that
LLMs are decent zero-shot reasoners by adding a prompt
like “Let’s think step by step” after the test question to in-
voke CoT reasoning. For Few-Shot-CoT, a few step-by-step
reasoning demonstrations are used as conditions for infer-
ence. Each demonstration has a question and a reasoning
chain that leads to the final answer. The demonstrations are
commonly obtained by hand-crafting or automatic gener-
ation. The corresponding techniques are thus referred to
as Manual-CoT (Wei et al., 2022b) and Auto-CoT (Zhang
etal., 2022).

With effective demonstrations, Few-Shot-CoT often
achieves stronger performance than Zero-Shot-CoT and has
attracted more research interest. Therefore, most recent
studies focused on how to improve Few-Shot-CoT. Those
studies are categorized into two major research lines: (i)
optimizing the demonstrations; (ii) optimizing the reasoning
chains. Table 1 compares typical CoT techniques.

Optimizing Demonstrations The performance of Few-
Shot-CoT relies on the quality of demonstrations. As re-
ported in Wei et al. (2022b), using demonstrations written
by different annotators results in dramatic accuracy dispar-
ity in a symbolic reasoning task. Beyond hand-crafting the
demonstrations, recent studies have investigated ways to op-
timize the demonstration selection process. Notably, Rubin
et al. (2022) retrieved the semantically similar demonstra-
tions with the test instance. However, this approach shows
a degraded performance when there are mistakes in the rea-
soning chains (Zhang et al., 2022). To address the limitation,
Zhang et al. (2022) found that the key is the diversity of
demonstration questions and proposed Auto-CoT: (i) par-
tition questions of a given dataset into a few clusters; (ii)
sample a representative question from each cluster and gen-
erate its reasoning chain using Zero-Shot-CoT with simple
heuristics. In addition, reinforcement learning (RL) and
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complexity-based selection strategies were also proposed
to obtain effective demonstrations. Fu et al. (2022) chose
examples with complex reasoning chains (i.e., with more
reasoning steps) as the demonstrations. Lu et al. (2022b)
trained an agent to find optimal in-context examples from
a candidate pool and maximize the prediction rewards on
given training examples when interacting with GPT-3.5.

Optimizing Reasoning Chains A notable way to opti-
mize reasoning chains is problem decomposition. Zhou
et al. (2022) proposed least-to-most prompting to decom-
pose complex problems into sub-problems and then solve
these sub-problems sequentially. As a result, solving a
given sub-problem is facilitated by the answers to previ-
ously solved sub-problems. Similarly, Khot et al. (2022)
used diverse decomposition structures and designed differ-
ent prompts to answer each sub-question. In addition to
prompting the reasoning chains as natural language texts,
Chen et al. (2022) proposed program-of-thoughts (PoT),
which modeled the reasoning process as a program and
prompted LLMs to derive the answer by executing the gen-
erated programs. Another trend is to vote over multiple
reasoning paths for a test question. Wang et al. (2022a)
introduced a self-consistency decoding strategy to sample
multiple outputs of LLMs and then took a majority over
the final answers. Wang et al. (2022b) and Li et al. (2022b)
introduced randomness in the input space to produce more
diverse outputs for voting.

2.2. Eliciting CoT Reasoning by Fine-Tuning Models

A recent interest is eliciting CoT reasoning by fine-tuning
language models. Lu et al. (2022a) fine-tuned the encoder-
decoder TS model on a large-scale dataset with CoT annota-
tions. However, a dramatic performance decline is observed
when using CoT to infer the answer, i.e., generating the rea-
soning chain before the answer (reasoning). Instead, CoT
is only used as an explanation after the answer. Magister
et al. (2022) and Ho et al. (2022) employed knowledge
distillation by fine-tuning a student model on the chain-of-
thought outputs generated by a larger teacher model. The
proposed methods showed performance gains in arithmetic,
commonsense, and symbolic reasoning tasks.

There is a key challenge in training 1B-models to be CoT
reasoners. As observed by Wei et al. (2022b), models un-
der 100 billion parameters tend to produce illogical CoT
that leads to wrong answers. In other words, it might be
harder for 1B-models to generate effective CoT than directly
generating the answer. It becomes even more challenging
in a multimodal setting where answering the question also
requires understanding the multimodal inputs. In the follow-
ing part, we will explore the challenge of Multimodal-CoT
and investigate how to perform effective multi-step reason-

ing.

3. Challenge of Multimodal-CoT

Existing studies have suggested that the CoT reasoning abil-
ity may emerge in language models at a certain scale, e.g.,
over 100 billion parameters (Wei et al., 2022a). However,
it remains an unresolved challenge to elicit such reasoning
abilities in 1B-models, let alone in the multimodal scenario.
This work focuses on 1B-models as they can be fine-tuned
and deployed with consumer-grade GPUs (e.g., 32G mem-
ory). In this section, we will investigate why 1B-models
fail at CoT reasoning and study how to design an effective
approach to overcome the challenge.

3.1. Towards the Role of CoT

To begin with, we fine-tune a text-only baseline for CoT rea-
soning on the ScienceQA benchmark (Lu et al., 2022a).
Following Lu et al. (2022a), we adopt UnifiedQAz,s.
(Khashabi et al., 2020) as the backbone language model.’
Our task is modeled as a text generation problem, where the
model takes the textual information as the input and gener-
ates the output sequence that consists of the rationale and
the answer. As an example shown in Figure 1, the model
takes the concatenation of tokens of the question text (Q),
the context text (C), and multiple options (M) as the input.
To study the effect of CoT, we compare the performance
with three variants: (i) No-CoT which predicts the answer
directly (QCM—A); (ii) Reasoning where answer inference
is conditioned to the rationale (QCM—RA); (iii) Explana-
tion where the rationale is used for explaining the answer
inference (QCM—AR).

Table 2. Effects of CoT in the one-stage setting.

Method Format Accuracy
No-CoT QCM—A 80.40
Reasoning QCM—RA 67.86
Explanation QCM—AR 69.77

Surprisingly, we observe a |12.54% accuracy decrease
(80.40%—67.86%) if the model predicts rationales before
answers (QCM—RA). The results imply that the rationales
might not necessarily contribute to predicting the right an-
swer. A similar phenomenon was observed in Lu et al.
(2022a), where the plausible reason might be that the model
exceeds the maximum token limits before obtaining the
required answer or stops generating the prediction early.
However, we find that the maximum length of the gener-
ated outputs (RA) is always less than 400 tokens, which
is below the length limit of language models (i.e., 512 in
UnifiedQAg.s.). Therefore, it deserves a more in-depth
investigation into why the rationales harm answer inference.

3UnifiedQA (Khashabi et al., 2020) is adopted as it is the best
fine-tuning model in Lu et al. (2022a). Model information and
implementation details are presented in Appendix B.1.
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apart. Whether a magnet attracts or repels other magnets depends on the positions of its poles, or ends. Every magnet has two poles, called north and
south. Here are some examples of magnets. The north pole of each magnet is marked N, and the south pole is marked S. If different poles are closest
to each other, the magnets attract. The magnets in the pair below attract. If the same poles are closest to each other, the magnets repel. The magnets
in both pairs below repel. Will these magnets attract or repel? To find out, look at which poles are closest to each other. The north pole of one magnet
is closest to the south pole of the other magnet. Poles that are different attract. So, these magnets will attract each other.
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are the same repel. So, these magnets will repel each other. are different attract. So, these magnets will attract each other.
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Figure 2. Example of the two-stage framework without vision features (baseline) and with vision features (ours) for generating rationales
and predicting answers. The upper part presents the problem details with a gold rationale, and the lower part shows the outputs of the
baseline and our method incorporated with vision features. We observe that the baseline fails to predict the right answer due to the
misleading by hallucinated rationales. More examples are shown in Appendix A.1.

3.2. Misleading by Hallucinated Rationales

To dive into how the rationales affect the answer prediction,
we separate the CoT problem into two stages, rationale
generation and answer inference. We report the RougeL
score and accuracy for the rationale generation and answer
inference, respectively. Table 3 shows the results based
on the two-stage framework. Although the two-stage base-
line model achieves a 91.76 RougeL score of the rationale
generation, the answer inference accuracy is only 70.53%.
Compared with the QCM— A variant (80.40%) in Table 2,
the result shows that the generated rationale in the two-stage
framework does not improve answer accuracy.

Table 3. Two-stage setting of (i) rationale generation (RougeL) and
(i1) answer inference (Accuracy).

Method (i) QCM— R (ii) QCMR— A
Two-Stage Framework 91.76 70.53

w/ Captions 91.85 71.12

w/ Vision Features 96.97 84.91

Then, we randomly sample 50 error cases and find that the
model tends to generate hallucinated rationales that mislead
the answer inference. As an example shown in Figure 2, the
model (left part) hallucinates that, “The south pole of one
magnet is closest to the south pole of the other magnet”, due
to the lack of reference to the vision content. We find that
such mistakes occur at a ratio of 64% among the error cases

Resolved
(62.5%)
Others Hallucination
(36%) (64%)
Unresolved
(37.5%)

(a) ratio of hallucination mistakes (b) correction rate w/ vision features

Figure 3. The ratio of hallucination mistakes (a) and correction
rate w/ vision features (b).

(Figure 3(a)).

3.3. Multimodality Contributes to Effective Rationales

We speculate that such a phenomenon of hallucination is
due to a lack of necessary vision contexts for performing
effective Multimodal-CoT. To inject vision information, a
simple way is to transform the paired image into a caption
(Lu et al., 2022a) and then append the caption in the input of
both stages. However, as shown in Table 3, using captions
only yields marginal performance gains (10.59%). Then,
we explore an advanced technique by incorporating vision
features into the language model. Concretely, we feed the
paired image to the DETR model (Carion et al., 2020) to
extract vision features. Then we fuse the vision features
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Figure 4. Overview of our Multimodal-CoT framework. Multimodal-CoT consists of two stages: (i) rationale generation and (ii) answer
inference. Both stages share the same model architecture but differ in the input and output. In the first stage, we feed the model with
language and vision inputs to generate rationales. In the second stage, we append the original language input with the rationale generated
from the first stage. Then, we feed the updated language input with the original vision input to the model to infer the answer.

with the encoded language representations before feeding
to the decoder (more details will be presented in Section
4). Interestingly, with vision features, the RougeL score of
the rationale generation has boosted to 96.97% (QCM—R),
which correspondingly contributes to better answer accuracy
of 84.91% (QCMR—A). With those effective rationales,
the phenomenon of hallucination is mitigated — 62.5%
hallucination mistakes in Section 3.2 have been corrected
(Figure 3(b)), as an example shown in Figure 2 (right part).4
The analysis so far compellingly shows that vision features
are indeed beneficial for generating effective rationales and
contributing to accurate answer inference. As the two-stage
method (QCMR— A) in Table 3 achieves better performance
than all the one-stage method in Table 2, we choose the two-
stage method in our Multimodal-CoT framework.

4. Multimodal-CoT

Based on the observations and discussions in Section 3, we
propose Multimodal-CoT to incorporate language (text) and
vision (images) modalities into a two-stage framework. In
this section, we will first overview the procedure of the
framework and then elaborate on the technical design of the
model architecture.

4.1. Framework Overview

Multimodal-CoT consists of two training stages: (i) ratio-
nale generation and (ii) answer inference. Both stages share
the same model architecture but differ in the input X and
output Y. The overall procedure is illustrated in Figure 4.
We will take vision-language as an example to show how
Multimodal-CoT works.

“The left mistakes are mainly about map understanding, which
requires more advanced vision features. We will discuss them in
Section 6.4.

In the rationale generation stage, we feed the model with
X = { Xinguage» Xvision} Where Xii ... represents the lan-
guage input in the first stage and X,sion represents the vision
input, i.e., the image. For example, X can be instantiated as
a concatenation of question, context, and options of a multi-
ple choice reasoning problem (Lu et al., 2022a) as shown in
Figure 4. The goal is to learn a rationale generation model
R = F(X) where R is the rationale.

In the answer inference stage, the rationale R is appended
to the original language input X émguage to construct the lan-
guage input in the second stage, X2 oiaee = Xianguage © B
where o denotes concatenation. Then, we feed the updated
input X’ = {X3 .y0e> Xvision} to the answer inference

model to infer the final answer A = F'(X”).

In both stages, we train two models with the same archi-
tecture independently. They take the annotated elements
(e.g., X — R, XR — A, respectively) from the training
set for supervised learning. During inference, given X, the
rationales for the test sets are generated using the model
trained in the first stage; they are used in the second stage
for answer inference.

4.2. Model Architecture

Given the language input Xiunguage € { Xjinguage: Xianguage
and the vision input Xy;son, We compute the probability of
generating target text Y (either the rationale or the answer

in Figure 4) of length N by

N
p(Y|Xlanguage7 XVision) = Hp@ (Y; | Xlanguage; Xyision, Y<i>

i=1

(1
where pg (Y; | Xianguage, Xvision, Y<;) is implemented with
a Transformer-based network (Vaswani et al., 2017). The
network has three major procedures: encoding, interaction,
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Algorithm 1 Multimodal-CoT

Input: Language input Xlanguage, vision input Xyision
Output: Generated rationale R, inferred answer A
1: Construct the input X = {Xla“guage,Xmm}
2: Generate rationale R = F'(X) using the model F'(-)
3: Append the rationale R to the original language input
X]?mguage = X]}mguage oR.
4: Construct new input X’ = { X zuager Xvision }
5: Infer the answer A by conditioning on the new input, A =
F(X").
6: procedure F(X)
7: Encode the language and vision inputs Hianguage and Hyision,
respectively
8: Build the interaction between language and vision features
by attention HA%
9: Fuse Hianguage and Hi, by a gated fusion mechanism to
have Hiyse
10: Feed Hius. to the decoder to obtain the target prediction Y
11: return Y
12: end procedure

and decoding. Specifically, we feed the language text into
a Transformer encoder to obtain a textual representation,
which is then interacted and fused with the vision represen-
tation before being fed into the Transformer decoder.

Encoding The model F'(X) takes both the language and
vision inputs and obtains the text representation Hiapguage
and the image feature H,ision by the following functions:

LanguageEncoder(Xianguage ), (2
W}, - VisionExtractor( Xyision), (3)

H language
H vision =

where LanguageEncoder(-) is implemented as a Trans-
former model. We use the hidden states of the last layer
in the Transformer encoder as the language representation
Hianguage € R™*4 where n denotes the length of the lan-
guage input, and d is the hidden dimension. Meanwhile,
VisionExtractor(-) is used to vectorize the input image into
vision features. Inspired by the recent success of Vision
Transformers (Dosovitskiy et al., 2021), we fetch the patch-
level features by off-the-shelf vision extraction models,’
such as DETR (Carion et al., 2020). After obtaining the
patch-level vision features, we apply a learnable projection
matrix W, to convert the shape of VisionExtractor(Xyision)
into that of Hianguage; thus we have Hyision € R™*4 where
m is the number of patches.

Interaction After obtaining language and vision represen-
tations, we use a single-head attention network to correlate
text tokens with image patches, where the query (Q), key
(K) and value (V) are Hianguage> Huvision and Hyision, respec-

>The parameters of the vision extraction are frozen.

tively. The attention output H4% < R™*4 is defined as:

vision

T

Haltn —
Vdy

vision

Softmax ( W, 4)

where dy, is the same as the dimension of Hjaguage because
a single head is used.

Then, we apply the gated fusion mechanism (Zhang et al.,
2020; Wu et al., 2021; Li et al., 2022a) to fuse Hianguage and
Hision- The fused output Hy,ee € R™*¢ is obtained by:

A Singid(VVlHlanguage + W, Hyg, ) o)

vision
Hiwse = (1 - )‘) : Hlanguage + )\ g (6)

vision’

where W; and W,, are learnable parameters.

Decoding Finally, the fused output Hy, is fed into the
Transformer decoder to predict the target Y. The complete
procedure of Multimodal-CoT is shown in Algorithm 1.

S. Experiments

This section will present the benchmark dataset, the imple-
mentation of our technique, and the baselines for compar-
isons. Then, we will report our main results and findings.

5.1. Dataset

Our method is evaluated on the ScienceQA benchmark (Lu
et al., 2022a). ScienceQA is the first large-scale multimodal
science question dataset that annotates the answers with de-
tailed lectures and explanations. It contains 21k multimodal
multiple choice questions with rich domain diversity across
3 subjects, 26 topics, 127 categories, and 379 skills. The
benchmark dataset is split into training, validation, and test
splits with 12726, 4241, and 4241 examples, respectively.

5.2. Implementation

The following part presents the experimental settings of
Multimodal-CoT and the baseline methods.

Experimental Settings As the Multimodal-CoT task re-
quires generating the reasoning chains and leveraging the
vision features, we use the TS5 encoder-decoder architec-
ture (Raffel et al., 2020). Specifically, we adopt UnifiedQA
(Khashabi et al., 2020) to initialize our models in the two
stages because it achieves the best fine-tuning results in
Lu et al. (2022a). To verify the generality of our approach
across different LMs, we also employ FLAN-T5 (Chung
et al., 2022) as the backbone in Section 6.3. As using im-
age captions does not yield significant performance gains in
Section 3.3, we did not use the captions. We fine-tune the
models up to 20 epochs, with a learning rate of Se-5. The
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Table 4. Main results (%). Size = backbone model size. Question classes: NAT = natural science, SOC = social science, LAN = language
science, TXT = text context, IMG = image context, NO = no context, G1-6 = grades 1-6, G7-12 = grades 7-12. Results except ours are
taken from Lu et al. (2022a). Segment 1: Human performance; Segment 2: VQA baselines; Segment 3: UnifiedQA baselines; Segment 4:
GPT-3.5 baselines; Segment 5: Our Multimodal-CoT results. Results in bold are the best performance.

Model | Size | NAT SOC LAN TXT IMG NO GIl-6 G7-12 | Avg
Human \ - 19023 8497 8748 89.60 87.50 88.10 91.59 8242 \ 88.40
MCAN (Yu et al., 2019) 95M | 56.08 46.23 58.09 59.43 51.17 5540 51.65 59.72 | 54.54
Top-Down (Anderson et al., 2018) 70M | 59.50 5433 61.82 6290 5488 59.79 5727 62.16 | 59.02
BAN (Kim et al., 2018) 112M | 60.88 46.57 66.64 62.61 52.60 6551 56.83 63.94 | 59.37
DFAF (Gao et al., 2019) 74M | 64.03 48.82 63.55 6588 5449 64.11 57.12 67.17 | 60.72
VILT (Kim et al., 2021) 113M | 6048 63.89 6027 6320 6138 57.00 60.72 61.90 | 61.14
Patch-TRM (Lu et al., 2021) 90M | 65.19 46.79 6555 6696 5528 6495 58.04 67.50 | 61.42
VisualBERT (Li et al., 2019) 111M | 59.33 69.18 61.18 62.71 62.17 58.54 6296 5992 | 61.87
UnifiedQAg.se (Khashabi et al., 2020) 223M | 68.16 69.18 7491 63.78 61.38 77.84 7298 65.00 | 70.12
UnifiedQAg.se W/ CoT (Lu et al., 2022a) | 223M | 71.00 76.04 7891 66.42 6653 81.81 77.06 68.82 | 74.11
GPT-3.5 (Chen et al., 2020) 175B | 74.64 69.74 7600 7444 6728 7742 7680 68.89 | 73.97
GPT-3.5 w/ CoT (Lu et al., 2022a) 175B | 75.44 70.87 78.09 74.68 6743 7993 7823 69.68 | 75.17
Mutimodal-CoTzase 223M | 87.52 77.17 85.82 87.88 8290 86.83 84.65 8537 | 8491
Mutimodal-CoTrarge 738M | 9591 82.00 90.82 95.26 88.80 92.89 92.44 90.31 | 91.68
Table 5. Ablation results of Multimodal-CoT.
Model ‘ NAT SOC LAN TXT IMG NO G1-6 G7-12 ‘ Avg
Multimodal-CoT 87.52 77.17 85.82 87.88 82.90 86.83 84.65 85.37 84.91
w/o Two-Stage Framework 80.99 87.40 81.91 80.25 78.83 83.62 82.78 82.20 82.57
w/o Vision Features 71.09 70.75 69.18 71.16 65.84 71.57 71.00 69.68 70.53
maximum input sequence length is 512. The batch sizes for —=— One-stage Baseline —+— One-stage Multimodal
the base and large models are 16 and 8, respectively. Our —H— Two-Stage Bascline —©— Two-Stage Multimodal
experiments are run on 4 NVIDIA Tesla V100 32G GPUs. 90
o—6—6—6—6—6—6—1—06——0
. . 80 |-
Baseline Models Following Lu et al. (2022a), our base-
lines include (i) Visual question answering (VQA) models § 70|
(Anderson et al., 2018; Kim et al., 2018; Yu et al., 2019; 5
Gao et al., 2019; Kim et al., 2021; Lu et al., 2021; Li et al., g 60
2019); (ii) Text-to-text LM models. (Khashabi et al., 2020);
(>ii1) GPT-3.5 models (Chen et al., 2020). More details are 501
presented in Appendix B.1. 40

5.3. Main Results

Table 4 shows the main results. Mutimodal-CoTr,5.4e Out-
performs GPT-3.5 by 16.51% (75.17%—91.68%) and sur-
passes human performance. Specifically, among the 8
question classes, Mutimodal-CoTy,, 4. achieves a 21.37%
(67.43%—88.80%) performance gain for the questions with
paired images (IMG). Compared with existing UnifiedQA
and GPT-3.5 methods that leverage image captions in the
context to provide vision semantics, the results indicate that
using image features is more effective. In addition, our
two-stage framework contributes to the superior results ac-
cording to our ablation study results in Table 5. Overall,
the results verify the effectiveness of multimodality and the
potential of achieving CoT reasoning with 1B-models via
our two-stage framework.

|
1 2 3 4 5 6 7 8 9 10
Epoch

Figure 5. Accuracy curve of the No-CoT baseline and Multimodal-
CoT variants across epochs.

6. Analysis

The following analysis will investigate how Multimodal-
CoT works and discuss contribution factors and limitations.
We use models under the base size for analysis unless
otherwise stated.

6.1. Multimodality Boosts Convergence

Figure 5 shows the evaluation accuracy curve of the baseline
and Multimodal-CoT in different training epochs. “One-
stage” is based on the QCM—A input-output format as it
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achieves the best performance in Table 2 and “Two-stage’
is our two-stage framework. We find that the two-stage
methods achieve relatively higher accuracy at the beginning
than the one-stage baselines that generate the answer directly
without CoT. However, without the vision features, the two-
stage baseline could not yield better results as the training
goes on due to the low-quality rationales (as observed in
Section 3). In contrast, using vision features helps generate
more effective rationales that contribute to better answer
accuracy in our two-stage multimodal variant.

6.2. Using Different Vision Features

Different vision features may affect the model performance.
We compare three widely-used types of vision features,
CLIP (Radford et al., 2021), DETR (Carion et al., 2020),
and ResNet (He et al., 2016). CLIP and DETR are patch-like
features where DETR is based on object detection. For the
ResNet features, we repeat the pooled features of ResNet-
50 to the same length with the text sequence to imitate the
patch-like features, where each patch is the same as the
pooled image features. More details of the vision features
are presented in Appendix B.2.

Table 6. Accuracy (%) of using different vision features.

Method One-stage Two-Stage
w/ CLIP 81.21 84.81
w/ DETR 82.57 84.91
w/ ResNet 80.97 84.77

Table 6 shows the comparative results of vision features. We
observe that using vision features generally achieves better
performance than the language only baseline. Specifically,
DETR achieves relatively better performance in general.
Therefore, we use DETR by default in Multimodal-CoT.

6.3. General Effectiveness Across Backbone Models

To test the generality of the benefits of our approach to
other backbone models, we alter the underlying LMs to
other variants in different sizes or types. As shown in Table
7, our approach is generally effective for the widely-used
backbone models.

Table 7. Accuracy (%) with different backbone language models.

Method Size Language Only Mutimodal-CoT
UnifiedQAzase  223M 80.40 84.91
UnifiedQAr.:ge 738M 83.60 91.68
FLAN-TSz.sc  248M 83.42 85.85
FLAN-T5..:qc  783M 85.19 93.02

6.4. Error Analysis

To better understand the behavior of Multimodal-CoT and
facilitate future studies, we manually investigate randomly
selected examples generated by our approach. Table 8 sum-

marizes the categorization results generated by Multimodal-
CoT. We randomly picked up 50 samples whose answers
were correct and 50 samples whose answers were incor-
rect. The corresponding examples from each category are
presented in Appendix C.

Table 8. Categorization analysis of Multimodal-CoT.

Answer CoT Category Percentage (%)
Correct CoT is correct 90

CoT is incorrect 10

Commonsense Mistake 82
Incorrect  Logical Mistake 12

CoT is correct 6

We find that the correct samples (i.e., whose answers are cor-
rect) contain a certain amount of incorrect chain-of-thought
(10%). The results indicate that CoT may not always benefit
the answer inference, and the model is robust to some extent
— it can predict the correct answer by ignoring incorrect
rationales. For incorrect samples (i.e., whose answers are
incorrect), commonsense mistake in the CoT is the most
frequent error type (88%). The model often makes com-
monsense mistakes when answering the questions requires
commonsense knowledge, e.g., understand maps and count-
ing numbers in the images (Figure 9), and utilizing the
alphabet (Figure 10). The other type of mistake is a logical
mistake (12%), with contradictions in the reasoning chains
(Figure 11). In addition, there are cases with incorrect an-
swers while their CoT are correct (6%) but might not be
necessarily related to answer options (Figure 12).

The analysis indicates that there are prospective directions
for future studies. It is possible to improve Multimodal-
CoT by (i) incorporating more informative vision features
and improving language-vision interaction to be capable of
understanding maps and counting numbers; (ii) injecting
commonsense knowledge; (iii) applying a filtering mecha-
nism, e.g., using only the effective CoT to infer the answer
and get rid of irrelevant CoT.

7. Conclusion

We formally study the problem of multimodal CoT. We pro-
pose Multimodal-CoT that incorporates language and vision
modalities into a two-stage framework that separates ratio-
nale generation and answer inference, so answer inference
can leverage better generated rationales from multimodal in-
formation. With Multimodal-CoT, we show that our method
surpasses GPT-3.5 by 16 percentage points in accuracy on
the ScienceQA benchmark. Our error analysis shows that
it is the potential to leverage more effective vision features,
inject commonsense knowledge, and apply filtering mecha-
nisms to improve CoT reasoning in future studies.
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A. Extended analysis for the challenge of Multimodal-CoT
A.1. More Examples of Misleading by Hallucinated Rationales

According to our case studies (Section 3.2), we find that the baseline tends to generate hallucinated rationales. We provide
further examples as shown in Figure 6.

J Problem

Question: Based on the arrows, which of the following organisms is a consumer?

Context: Below is a food web from a tundra ecosystem in Nunavut, a territory in Northern Canada.

A food web models how the matter eaten by organisms moves through an ecosystem. The arrows in a food web
represent how matter moves between organisms in an ecosystem.

Options: = (A) mushroom (B) lichen

Gold Rationale: A food web is a model ... An organism in a food web can have more than one arrow pointing from it. This shows that the organism is
eaten by more than one other organism in the food web. An organism in a food web can also have more than one arrow pointing to it. This shows that
the organism eats more than one other organism in the food web. Consumers eat other organisms. So, there are arrows in a food web that point from
other organisms to consumers. The mushroom has arrows pointing to it from the barren-ground caribou and the grizzly bear. So, the mushroom is a
consumer. The lichen does not have any arrows pointing to it. So, the lichen is a producer, not a consumer.

Answer: The answer is (A). )
/I + Vision Features ~

\J

l Baseline ~

Rationale: A food web is a model ... This shows that the organism is
eaten by more than one other organism in the food web. An organism in
a food web can also have more than one arrow pointing to it. This
shows that the organism eats more than one other organism in the food
web. Consumers eat producers. So, in a food web, consumers have
arrows pointing to them from producers. The mushroom has an arrow
pointing to it from the mushroom. The mushroom is not a consumer, so
the mushroom is not a consumer. The mushroom does not have any
arrows pointing to it. So, the mushroom is not a consumer. The
mushroom does not have any arrows pointing to it. So, the mushroom is
not a consumer. The mushroom does not have any arrows pointing to it.

Rationale: A food web is a model ... An organism in a food web can
have more than one arrow pointing from it. This shows that the
organism is eaten by more than one other organism in the food web. An
organism in a food web can also have more than one arrow pointing to it.
This shows that the organism eats more than one other organism in the
food web. Consumers eat producers organisms. So, in are arrows a
food web that point from other organisms to consumers. The mushroom
has arrows pointing to it from the n-brow mushroomibou. the lichenzzly
bear. So, the mushroom is a consumer. The lichen has not have any
arrows pointing to it. So, the mushroom is a consumer. Lichen is not a

So, the mushroom is not a consumer. The mushroom does not have
any arrows pointing to it. So, the mushroom is not a consumer.

consumer.
Answer: The answer is (B).

substance. The higher the average kinetic energy of the particles, the higher the temperature of the substance. The
kinetic energy of a particle is determined by its mass and speed. For a pure substance, the greater the mass of
each particle in the substance and the higher the average speed of the particles, the higher their average kinetic
energy. Each particle in sample A has more mass than each particle in sample B. The particles in sample A also
have a higher average speed than the particles in sample B. So, the particles in sample A have a higher average kinetic energy than the particles in
sample B. Because the particles in sample A have the higher average kinetic energy, sample A must have the higher temperature.

\Answer: The answer is (B). J

‘Sample A Sample B

Mass of each particle: 40 u Mass of each paricle: 32 u

\Answer: The answer is (B). JAN )
/l Problem N
Question: Compare the average kinetic energies of the particles in each sample. Which sample has the higher yomm Vision  ---------- N
temperature? f — ——
Context: The diagrams below show two pure samples of gas in identical closed, rigid containers. Each colored ! o . ° !
ball represents one gas particle. Both samples have the same number of particles. e ° ./ . . H
Options: | (A) neither; the samples have the same temperature (B) sample A (C) sample B i o ° °

| ), * i
Gold Rationale: The temperature of a substance depends on the average kinetic energy of the particles in the ! ® @ . !

Average particle speed: 950 mis. Average particle speed: 750 mis.

+ Vision Features

Rationale: The temperature of a substance depends on the average
kinetic energy of the particles in the substance. The higher the average
kinetic energy of the particles, the higher the temperature of the
substance. The kinetic energy of a particle is determined by its mass and
speed. For a pure substance, the greater the mass of each particle in the
substance and the higher the average speed of the particles, the higher
their average kinetic energy. Each particle in sample A has more mass
than each particle in sample B. The particles in sample A also have a
higher average speed than the particles in sample B. So, the particles in
sample A have a higher average kinetic energy than the particles in
sample B. Because the particles in sample A have the higher average
kinetic energy, sample A must have the higher temperature.

\Answer: The answer is (B). Y,

Baseline

Rationale: The temperature of a substance depends on the average
kinetic energy of the particles in the substance. The higher the average
kinetic energy of the particles, the higher the temperature of the
substance. The kinetic energy of a particle is determined by its mass and
speed. For a pure substance, the greater the mass of each particle in the
substance and the higher the average speed of the particles, the higher
their average kinetic energy. Each particle in sample B has more mass
than each particle in sample A. The particles in sample B also have a
higher average speed than the particles in sample A. So, the particles in
sample B have a higher average kinetic energy than the particles in
sample A. Because the particles in sample B have the higher average
kinetic energy, sample B must have the higher temperature.

\Answer: The answer is (C). Y,

Figure 6. Examples of the two-stage framework without vision features (baseline) and with vision features (ours) for generating rationales
and predicting answers. The upper part presents the problem details, and the lower part shows the outputs of the baseline and our method.
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A.2. Two-Stage Training Performance with Different Sizes of LMs.

In Section 3, we obverse that incorporating vision features helps generate more effective rationales, thus leading to improved
answer accuracy. Besides incorporating vision features, it is possible to scale the LM size to mitigate the issue of incorrect
rationales. Figure 7 shows the answer accuracy with UnifiedQAg,s. and UnifiedQA+..4.. When using a larger LM, the
accuracy of the baseline (w/o vision features) is boosted. The result indicates that scaling the LM is possible to mitigate the
issue of incorrect rationales. However, the performance is still much inferior to using vision features. The result further
verifies the effectiveness of our Multimodal-CoT with different sizes of LMs.

wlo Vision Modality [X] w/ Vision Modality

100
S
P
2
5 80| N
5
<
65

Figure 7. Answer accuracy with different sizes of LMs.

B. Experimental Details
B.1. Baseline Methods

Following Lu et al. (2022a), our baselines include three types of methods:

(1) Visual question answering (VQA) models (Yu et al., 2019; Anderson et al., 2018; Kim et al., 2018; Gao et al., 2019; Lu
etal., 2021; Li et al., 2019). The VQA baselines take the question, the context, and choices as the textual input, take the
image as the vision input, and predict the score distribution over choice candidates via a linear classifier.

(ii) Text-to-text LM models. UnifiedQA (Khashabi et al., 2020) is adopted as it is the best fine-tuning model in Lu et al.
(2022a). UnifiedQA takes the textual information as the input and outputs the answer option. The image is converted into a
caption extracted by an image captioning model based on ViT and GPT-2.° UnifiedQA treats our task as a text generation
problem. In Lu et al. (2022a), it is trained to generate a target answer text, i.e., one of the candidate options. Then, the most
similar option is selected as the final prediction to evaluate the question answering accuracy.

(iii) GPT-3.5 models (Chen et al., 2020) based on the text-davinci-002 engine. The inference is based on the few-shot
prompting, where two in-context examples from the training set are concatenated before the test instance.

For UnifiedQA and GPT-3.5, CoT is applied after the answer (Lu et al., 2022a). Besides the above baselines, we develop a
stronger baseline with a slight modification of the output format of UnifiedQA. Instead of predicting the answer texts, our
baseline directly predicts the choice, e.g., the answer is B. This setting helps our baseline achieve better results than the
existing UnifiedQA. Therefore, we use the stronger method as the language only baseline for analysis.

B.2. Details of Vision Features

In Section 6.2, we compared four types of vision features, CLIP (Radford et al., 2021), DETR (Carion et al., 2020), and
ResNet (He et al., 2016). The specific models are: (i) CLIP: RN101;’ (ii) DETR: detr_resnet101 _dc5:8 (iii) ResNet: we use

®https://huggingface.co/nlpconnect/vit-gpt2-image—-captioning.
"https://github.com/jianjieluo/OpenAI-CLIP-Feature.
$https://github.com/facebookresearch/detr.


https://huggingface.co/nlpconnect/vit-gpt2-image-captioning
https://github.com/jianjieluo/OpenAI-CLIP-Feature
https://github.com/facebookresearch/detr

Multimodal Chain-of-Thought Reasoning in Language Models

the averaged pooled features of a pre-trained ResNet50 CNN. Table 9 presents the dimension of the vision features (after the
function VisionExtractor(-) in Eq. 3). For ResNet-50, we repeat the pooled features of ResNet-50 to the same length as the
text sequence to imitate the patch-like features, where each patch is the same as the pooled image features.

Table 9. Dimension of vision features
Method Dimension
CLIP (49, 2048)

DETR (100, 256)
ResNet (512, 2048)

C. Examples of Case Studies

To better understand the behavior of Multimodal-CoT, we manually investigate randomly selected examples generated by
our approach. Table 8 summarizes the categorization results generated by Multimodal-CoT. We randomly picked up 50
samples whose prediction results were correct and 50 samples whose prediction results were incorrect.

We find that the correct samples contain a certain amount of incorrect chain-of-thought. As shown in Figure 8(b), the model
generates the incorrect rationale, “Animals cannot their food by digesting other organisms” but the predicted answer is
correct. The result indicates that CoT may not always benefit the answer inference, and the model is robust to some extent —
it can predict the correct answer by ignoring incorrect rationales.

For incorrect samples, commonsense mistake is the most frequent error type. The model also makes commonsense mistakes
when answering the questions requires commonsense knowledge, e.g., understand maps and counting numbers in the
images (Figure 9), and utilizing the alphabet (Figure 10). The other type of mistake is the logical mistake, where there are
contradictions in the reasoning chains (Figure 11). In addition, there are cases that the CoT is correct but might not be
necessarily related to answer options; thus the model chooses the incorrect answer.

The analysis indicates that there are prospective directions for future studies. On the one hand, it is possible to improve the
quality of CoT by (i) using more fine-grained interaction of language and vision features; and (ii) injecting commonsense
knowledge. On the other hand, applying a filtering mechanism to using only the effective CoT to infer the answer and
eliminate irrelevant CoT.
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,l Problem

Question: Select the bird below.

Context: Birds have feathers, two wings, and a beak. A peregrine falcon is an example of a bird.

Options: (A\) red-tailed hawk (B) tiger shark

Rationale : Birds, mammals, fish, reptiles, and amphibians are groups of animals. The animals in each group have traits
in common. Scientists sort animals into groups based on traits they have in common. This process is called classification.
A tiger shark is a fish. It lives underwater. It has fins, not limbs. Tiger sharks can nocturnal. They means that they are
active mostly at night. A red-tailed hawk is a bird. It has feathers, two wings, and a beak. Red-tailed hawks live their be
teethaks to push for pre. birds, and, rep amptiles...

\Answer: The answer is (A).

/-l Prediction

Rationale: Birds, mammals, fish, reptiles, and amphibians are groups of animals. The animals in each group have traits in common. Scientists sort
animals into groups based on traits they have in common. This process is called classification. A tiger shark is a fish. It lives underwater. It has fins, not
limbs. Tiger sharks can nocturnal. They means that they are active mostly at night. A red-tailed hawk is a bird. It has feathers, two wings, and a beak.
Red-tailed hawks live their be teethaks to push for pre. birds, and, rep amptiles...

Answer: The answer is (B).

.

/-| Problem

Question: Can Leopardus wiedii cells make their own food?

Context: This organism is Leopardus wiedii. It is a member of the animal kingdom. Leopardus wiedii is commonly called
a margay. Margays live in the forest in Central and South America. Margays are nocturnal. A nocturnal animal sleeps
most of the day and is awake at night.

Options: (A) no (B) yes

(a) CoT is correct

Rationale : In the past, scientists classified living organisms into two groups: plants and animals. Over the past 300 years,
scientists have discovered many more types of organisms. Today, many scientists classify organisms into six broad
groups, called kingdoms. Organisms in each kingdom have specific traits. The table below shows some traits used to
describe each kingdom. | Bacteria | Archaea | Protists | Fungi | Animals | Plants. How many cells do they have? | one |
one | one or many | one or many | many | many Do their cells have a nucleus? | no | no | yes | yes | yes | yes Can their
cells make food? | some species can | some species can | some species can | no | no | yes Leopardus wiedii is an animal.
Animal cells cannot make their own food. Animals get their food by digesting other organisms.

Answer: The answer is (A).

-

/-I Prediction N

Rationale: Leopard the past, scientists classified living organisms into two groups: plants and animals. Over the past 300 years, scientists have
discovered many more types of organisms. Today, many scientists classify organisms into six broad groups, called kingdoms. Organisms in each
kingdom have specific traits. The table below shows some traits used to describe each kingdom. | Bacteria | Archaea | Protists | Fungi | Animals |
Plants. How many cells do they have? | one | one | one or many | one or many | many | many. Do their cells have a nucleus? | no | no | yes | yes | yes |
yesnCan their cells make food? | some species can | some species can | some species can | no | no | yes Leopardus wiedii is an animal. Animal cells
cannot make their own food. Animals cannot their food by digesting other organisms.

Answer: The answer is (B).

(b) CoT is incorrect

Figure 8. Examples of answers are correct while the CoT is correct (a) or incorrect (b).
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/| Problem ~N

Question: Which ocean is highlighted? R EEEE Rl Vision
Context: N/A o ,_5;:%%7;?

Options: | (A) the Atlantic Ocean (B) the Indian Ocean -

(C) the Pacific Ocean (D) the Southern Ocean

Rationale : Oceans are huge bodies of salt water. The world has five oceans. All of the oceans are
connected, making one world ocean. This is the Pacific Ocean.

Answer: The answer is (C).
N J

/—l Prediction

Rationale: Oceans are huge bodies of salt water. The world has five oceans. All of the oceans are connected, making one world ocean. This is the
Indian Ocean.
Answer: The answer is (B).

(a) Mistakes about maps.

,—I Problem ~

Question: Complete the text to describe the diagram. Solute particles moved in both directions across the permeable
membrane. But more solute particles moved across the membrane (). When there was an equal concentration on both sides, -
the particles reached equilibrium.

Context: The diagram below shows a solution with one solute. Each solute particle is represented by a green ball. The
solution fills a closed container that is divided in half by a membrane. The membrane, represented by a dotted line, is
permeable to the solute particles. The diagram shows how the solution can change over time during the process of diffusion.

Options: (A) to the left than to the right (B) to the right than to the left

Rationale : In a solution, solute particles move and spread throughout the solvent. The diagram below shows how a
solution can change over time. Solute particles move from the area where they are at a higher concentration to the area
where they are at a lower concentration ... Look at the diagram again. It shows you how the solution changed during the
process of diffusion. Before the solute particles reached equilibrium, there were 3 solute particles on the left side of the
membrane and 5 solute particles on the right side of the membrane. When the solute particles reached equilibrium, there
were 4 solute particles on each side of the membrane. There was 1 more solute particle on the left side of the membrane .
than before. So, for the solute particles to reach equilibrium, more solute particles must have moved across the membrane
to the left than to the right.
Answer: The answer is (A).

N J

/-| Prediction N

Rationale: In a solution, solute particles move and spread throughout the solvent. The diagram below shows how a solution can change over time.
Solute particles move from the area where they are at a higher concentration to the area where they are at a lower concentration ... Look at the
diagram again. It shows you how the solution changed during the process of diffusion. Before the solute particles reached equilibrium, there were 5
solute particles on the left side of the membrane and 4 solute particles on the right side of the membrane. When the solute particles reached
equilibrium, there were 5 solute particles on each side of the membrane. There was 1 more solute particle on the right side of the membrane than
before. So, for the solute particles to reach equilibrium, more solute particles must have moved across the membrane to the right than to the right.
Answer: The answer is (B).

«—

(b) Mistakes about counting numbers in the image.

Figure 9. Examples of commonsense mistakes about understanding maps and counting numbers.



Multimodal Chain-of-Thought Reasoning in Language Models

,-l Problem N

Question: Which word would you find on a dictionary page with the following guide words? helping - hunter --- Vision ---y
Context: The diagram below shows a solution with one solute. Each solute particle is represented by a green ball. The N/A i
solution fills a closed container that is divided in half by a membrane. The membrane, represented by a dotted line, is !
permeable to the solute particles. The diagram shows how the solution can change over time during the process of diffusion.

Options: (A) hospital (B) hardship

Rationale : Guide words appear on each page of a dictionary. They tell you the first word and last word on the page. The other words on the page
come between the guide words in alphabetical order. To put words in alphabetical order, put them in order by their first letters. If the first letters are the
same, look at the second letters. If the second letters are the same, look at the third letters, and so on. If one word is shorter, and there are no more
letters to compare, then the shorter word comes first in alphabetical order. For example, be comes before bed. Put the words in alphabetical order.
Since hospital is between the guide words helping - hunter, it would be found on that page.

Answer: The answer is (A).
.

/‘l Prediction

Rationale: Guide words appear on each page of a dictionary. They tell you the first word and last word on the page. The other words on the page
come between the guide words in alphabetical order. To put words in alphabetical order, put them in order by their first letters. If the first letters are the
same, look at the second letters. If the second letters are the same, look at the third letters, and so on. If one word is shorter, and there are no more
letters to compare, then the shorter word comes first in alphabetical order. For example, be comes before bed. Put the words in alphabetical order.
Since hardship is between the guide words helping - hunter, it would be found on that page.

Answer: The answer is (B).

Figure 10. Examples of commonsense mistakes about utilizing alphabet.
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,—I Problem

--- Vision ---
Question: What is the temperature of the air on a hot day?

Context: Select the better estimate.

f :
5 N/A |
Options: = (A) 36°F (B) 36°C

Rationale : Measurements are written with both a number and a unit. The unit comes after the number. The unit shows what the number means.
Temperature can be written with units of degrees Fahrenheit (°F) or Celsius (°C). Use the list below to compare the two units. 212°F | Water boils |
100 ° C 98.6 °F | Body temperature | 37°C 68°F | Room temperature | 20°C 32°F | Water freezes | 0°C. The better estimate for the temperature of
the air on a hot day is 36°C. 36°F is too cold.

Answer: The answer is (B).

/-l Prediction

Rationale: Measurements are written with both a number and a unit. The unit comes after the number. The unit shows what the number means.
Temperature can be written with units of degrees Fahrenheit (°F) or Celsius (°C). Use the list below to compare the two units. 212°F | Water boils | 100
° C 98.6 °F | Body temperature | 37°C 68°F | Room temperature | 20°C 32°F | Water freezes | 0°C. The better estimate for the temperature of the air on
a hot day is 36°F. 36°F is too hot.

Answer: The answer is (A).

(a) Logical mistake where the model fails at comparisons.

/—I Problem

Question: Is this a run-on sentence? Right-handedness is controlled by genetics, interestingly enough, the same genes are (=== Vision ---\
also responsible for the brain becoming more specialized at certain tasks. H !
Context: N/A E N/A '
Options: (A) yes (B) no e

Rationale : A sentence is a group of words that expresses a complete thought. The band I'm in has been rehearsing daily because we have a
concert in two weeks. A run-on sentence is formed when two sentences are run together, joined by just a comma or by no punctuation at all. If only a
comma is used, the run-on is called a comma splice ... The band I'm in has been rehearsing daily since we have a concert in two weeks. This is a
run-on sentence. It is a comma splice formed from two sentences run together, joined by just a comma. Right-handedness is controlled by genetics,
interestingly enough, the same genes are also responsible for the brain becoming more specialized at certain tasks.

Answer: The answer is (A).

/<| Prediction

Rationale: : A sentence is a group of words that expresses a complete thought. The band I'm in has been rehearsing daily because we have a
concert in two weeks. A run-on sentence is formed when two sentences are run together, joined by just a comma or by no punctuation at all. If only a
comma is used, the run-on is called a comma splice ... The band I'm in has been rehearsing daily since we have a concert in two weeks. This is not a
run-on sentence. It is formed a comma splice formed from two sentences run together, joined without just a comma. Right-handedness is controlled by
genetics, interestingly enough, the same genes are also responsible for the brain becoming more specialized at certain tasks.

Answer: The answer is (B).

N

(b) Logical mistake where the there is a contradiction in the rationale.

Figure 11. Examples of logical mistakes.
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,-I Problem

Question: Which trait did Palaeopython have? Select the trait you can observe on the fossil.
Context: This picture shows a fossil of an ancient animal called Palaeopython. Palaeopython lived in trees and could
grow more than six feet long.

Options: (A) black stripes on its skin (B) large fins on its body (C) along, thin body

Rationale : The way an organism looks or acts is called a trait. Scientists use fossils to learn more about the traits of ancient organisms. Fossils can
preserve the remains of body parts and activities. A fossil of a body part, such as a tail or a wing, can tell you what an organism looked like. A fossil of
an organism's activities, such as a burrow or a footprint, can tell you about the organism's behavior. Here are three examples of fossils and the traits
that you can observe from them: This is a fossil of an animal. This fossil tells you that the animal had a spiral-shaped shell. This is a fossil of a plant.
This fossil tells you that the plant had small leaves arranged in a branched pattern. This is a fossil of an animal's footprint. This fossil tells you that the
animal could walk on land. An organism's fossil may not show all of the organism's traits. This is because most body parts are destroyed during fossil
formation. When an organism's body turns into a fossil, only a few body parts are usually preserved.

L Answer: The answer is (C).

/I Prediction

Rationale : The way an organism looks or acts is called a trait. Scientists use fossils to learn more about the traits of ancient organisms. Fossils can
preserve the remains of body parts and activities. A fossil of a body part, such as a tail or a wing, can tell you what an organism looked like. A fossil of
an organism's activities, such as a burrow or a footprint, can tell you about the organism's behavior. Here are three examples of fossils and the traits
that you can observe from them: This is a fossil of an animal. This fossil tells you that the animal had a spiral-shaped shell. This is a fossil of a plant.
This fossil tells you that the plant had small leaves arranged in a branched pattern. This is a fossil of an animal's footprint. This fossil tells you that the
animal could walk on land. An organism's fossil may not show all of the organism's traits. This is because most body parts are destroyed during fossil
formation. When an organism's body turns into a fossil, only a few body parts are usually preserved.
\Answer: The answer is (B).

Figure 12. Examples of answers are incorrect while the CoT is correct.



